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MULTISPECTRAL IMAGES 
RGB                ≠ Multispectral

Differ significantly from photographs 

of objects recorded with standard

hand-held  cameras

 Example:  Multispectral Instrument (MSI) on-board SENTINEL-2

 Platform: Twin polar-orbiting satellites, phased at 180° to each other

 Temporal resolution of 5 days at the equator in cloud-free conditions
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 x,y spatial coordinates

 𝜆 spectral coordinate
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By analyzing the signature it is possible to 

discriminate between different materials



CORINE

 The production of this map was based on visual interpretation of optical/near-infrared satellite images and 

ancillary data such as aerial photograph, topographic maps, or forestry maps

Levels of the Nomenclature: hierarchical structure of 43 classes
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MULTI LAND-COVER CLASS PATCH-BASED CLASSIFICATION

Dataset: Sentinel-2 Data Patches and Annotated with CORINE Land Covers 
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Datasets
Image
type

Image per
class

Scene 
classes

Annotation 
type

Total 
images

Spatial 
resolution (m)

Image sizes Year Ref.

BigEarthNet Satellite MS
328 to 
217119

43 Multi label 590,326
10
20
60

120x120
60x60
20x20

2018

Patch and its dimension 

100Km

Sentinel-2 tile
Corine Map



CHALLENGES 

 Unbalanced classes

 Some land cover classes are difficult to distinguish 

 Need of higher spatial and temporal resolution

 E.g., Burnt areas, olive groves 

 Some land use classes cannot be discriminated only with spectral information

 Discontinuous urban fabric, sport and leisure facilities
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Imbalanced dataset



 Deep learning classifier:  ResNet50

 Use skip connections to overcome the issue of the vanishing gradient

 Adapted to input patches of 12 channels

 Superesolved at 10m resolution

 The patch sizes of ImageNet (240×240px) typically depict a single isolated object 

o A 120×120px patch of BigEarthNet dataset can cover the area of a whole town

 Average F1 score: 0.69

PRELIMINARY RESULTS 

Before the Hackathon 
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LITERATURE 
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Earth Observation Φ-Week, ESRIN (Frascati), 10/09/2019
BigEarthNet: A New Large-Scale Sentinel-2 Benchmark Archive to Drive Deep Learning Studies for Earth Observation

G. Sumbul, M. Charfuelan, B. Demir and V. Markl

Shallow CNN

With 3 layers



CLASSIFICATION RESULTS

 Shallow CNN (with 20 epochs)

 F1-score: 0.69

 ResNet50 (with 20 epochs)

 F1-score: 0.72

 2 nodes (8 V100 GPUs) : 1𝑚𝑖𝑛 per epoch 

 ResNet18 (50 epochs, mixup, 1cycle learning, heavy data aug) Taurus 1 node 2 gpu

 F1-score 0.76

 Only on 10% of dataset. Might not generalize
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CLASSIFICATION CNN TO SEGMENTATION CNN

 Convert to fully convolutional net to get mask output
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DATA CHECKING, REGULARIZATION AND DATA AUGMENTATION

Checked the dataset

 Found and corrected an error during shuffling of the dataset

 TO DO: find a more efficient way of loading the data

Implemented learning rate decay using a callback

Regularization

 We have added a Dropout before the last FC layer

 L2 regularization in the Conv2D layers

Data augmentation

 Data augmentation using a simple method: rotation by 90° and flipping

 Mix up technique: new_image = t ∗ image1 + (1−t) ∗ image2
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